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Clinical question
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Predicting mortality risk in people with TB

35 years of health administrative data

Foreign-born people diagnosed with TB in BC, 1985-2019

N = 2,923 

523 died, 2400 censored

We have 44 parameters based on the literature and expert opinion:

36 main effects (sociodemographic, TB-related, behavioral, medical conditions) 

8 interactions
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Problem 1: overfitting

Sample size determination: ~30 parameters - Riley et al. (2019)

Common modelling choice with a survival outcome: Cox PH 

Overfitting, optimistic predictions
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https://doi.org/10.1002/sim.7992


How to deal with overfitting?

LASSO with cross-validation or bootstrapping - Steyerberg et al. (2019)

 

 

 

LASSO with a survival outcome

Cox-LASSO

Shrinkage of the coefficients

Select a parsimonious model

Better predictions
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https://link.springer.com/book/10.1007/978-3-030-16399-0


Cox-LASSO with CV and/or bootstrapping
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Beta coefficient vs shrinkage

lambda

determines the amount of shrinkage
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Choosing lambda 

Minimum-lambda 

 

 

1-SE lambda

lambda within one standard error from the minimum

produce a more regularized and parsimonious model

"The main point of the 1 SE rule, with which we agree, is to choose the simplest model 

whose accuracy is comparable with the best model." - Krstajic et al. (2014)

lambda that gives the minimum cross-validated prediction error 

commonly used approach
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https://jcheminf.biomedcentral.com/articles/10.1186/1758-2946-6-10


Choosing lambda 

Minimum-lambda: Gives 

minimum prediction error

1 SE-lambda: Selects more 

parsimonious models
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Problem 2: missingness in predictors

~35% missingness in predictors
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Missing data is poorly handled

"The most common approach for handling missing data was deletion (n = 65/96), mostly via 

complete-case analysis (n = 43/96). - Nijman et al. (2022)"
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https://doi.org/10.1016/j.jclinepi.2021.11.023


Multiple imputation
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MI in prediction 

"Compared with using the full data set without the missing variable (benchmark), multiple imputation 

was the best approach to impute the systematically missing predictor." 

 

"Multiple imputation (MI) has become the dominant approach in medical research to deal with missing 

values... MI takes the uncertainty into account that is caused by having to estimate an imputation 

model."

 

 - Held et al. (2016); AJE, Methods for Handling Missing Variables in Risk Prediction Models

 - Steyerberg et al. (2019); Missing values (Chapter 7) in Clinical Prediction Models: A Practical 

Approach to Development, Validation, and Updating
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https://doi.org/10.1093/aje/kwv346
https://link.springer.com/book/10.1007/978-3-030-16399-0


Overcome missing data challenge in ML?

Missing values in predictors

 

Overfitting

 

How do we combine MI with ML?

Solution: Multiple imputation

Solution: Cox-LASSO with cross-validation

No established guideline 

Different sets of predictors in different imputed datasets

Not all parameters are going to be present to pool

Rubin's rule is incompatible

14



Prediction average

 Franklin et al. (2014)

10.1016/j.csda.2013.10.018

Predicted probabilities are averaged to get the model performance

studyid P_1 P_2

s0001 0.09 0.06

s0002 0.16 0.20

s0003 0.54 0.59

P_33 P_34 P_35

0.05 0.06 0.08

0.15 0.11 0.21

0.53 0.64 0.58

......... P_average

0.08

0.16

0.57

P_i = Predicted probabilities from the 'i'th imputed dataset

Time-dep C

0.89
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Performance average

 Franklin et al. (2014)

10.1016/j.csda.2013.10.018

Performance metrics are averaged across imputed datasets

P_1

0.09

0.16

0.54

P_35

0.08

0.21

0.58

........

P_2

0.06

0.20

0.59

C_1 0.88

Time-dep C

0.89

C_2 0.85

C_35 0.91

P_i = Predicted probabilities from the 'i'th imputed dataset

C_i = Time-dependent c-stat from the 'i'th imputed dataset
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Stacked

 Franklin et al. (2014)

10.1016/j.csda.2013.10.018

Imputed datasets are stacked into one large dataset

studyid P

s0001 0.10

s0002 0.17

s0003 0.56

One large dataset of size 2,923 * 35

Time-dep C

0.90

s0001 0.11

s0002 0.17

s0003 0.58

....

P = Predicted probabilities
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Huaman et al., TDTMV (2015)

Mandieka et al., JAHA (2021)
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Summary

Stacked approach with minimum-lambda was the best approach in 

terms of discrimination and calibration to overcome the missing data 

challenge in developing prediction models with ML

Huaman et al., TDTMV (2015)

Mandieka et al., JAHA (2021)
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Calculator for predicting mortality risk in people with TB

Huaman et al., TDTMV (2015)

Mandieka et al., JAHA (2021)

Coefficients from the stacked approach with minimum lambda

https://belalanik.shinyapps.io/TBCalculator/
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https://belalanik.shinyapps.io/TBCalculator/


Disclaimer

Huaman et al., TDTMV (2015)

Mandieka et al., JAHA (2021)

Access to data provided by the Data Steward(s) is subject to approval, but can be 

requested for research projects through the Data Steward(s) or their designated 

service providers. 

Further information on the data sets used for this project is at 

https://my.popdata.bc.ca/project_listings/14- 105/collection_approval_dates. 

All inferences, opinions, and conclusions drawn in this material are those of the 

author(s), and do not reflect the opinions or policies of the Data Steward(s).
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Questions?

Belal Hossain 

belal.hossain@ubc.ca

https://sites.google.com/view/belalh/
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