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Example Research Topics

1. Deep Learning
o Supervised Deep Learning Architecture vs. Autoencoders
2. Double Crossfitting (DCF) Guideline

o How many folds/splits
o How many repetitions?

3. Residual Confounding Bias Reduction
o High Dimensional Propensity Score (hdPS) vs ML extensions
4. Enhancing hdPS

Original hdPS

Pure ML

TMLE with no ML

TMLE (and choice of Super Learner)

TMLE with DCF (and choice of Super Learner)

O O O O O
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(1) Supervised Deep Learning Architecture vs.
Autoencoders

Step 4: Qutcome
modelling

Step 3: Assess balance
and overlap
Propensity score
matching

Love plot,
balance diagnostics,
propensity score overlap.

Step 2: Matching via

propensity scores

MNearest neighbor,
Caliper,
Fixed 1:1 ratio,

Model specification via without replacement.

Step 1: Exposure modelling 4 approaches:
to estimate logistic, MARS,

propensity scores Supervised deep learning,
autoencoders.

PS is estimated with 4 different methods.

Double adjustment.



(1) Empirical Analysis with RHC data

Null value

= Propensity score matching = = Targeted Maximum Likelihood Estimation (TMLE)

MARS ! &
1
1
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Logistic regression ! &
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I a e mmEm ‘ -------
Deep learning ' &
1
|
N
Autoencoders L &
1.0 1.2 1.4 1.6 1.8
Cdds Ratio

RHC analysis with PS and TMLE analyses, when PS is estimated with 4 different
methods.
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(1) Simulation studies

Bias
0.02

Bias

-0.02

-0.04
AE

Bias-eliminated Coverage

1.00

DL MARS PS
Method

0.90

0.85

Bias-eliminated Coverage

AE

MSE

DL MARS PS
Method

0.09

Method

Scenario lE‘ Frequent Exposure and Frequent Outcome IEI Frequent Exposure and Rare Outcome Large Sample Size Null Effect Rare Exposure and Frequent Outcome

Simulation results, when PS is estimated with 4 different methods.
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(2) Double Crossfitting Guideline

RESEARCH-ARTICLE

Finding the Optimal Number of Splits and Repetitions in Double
Cross-Fitting Targeted Maximum Likelihood Estimators

1,2

Mohammad Ehsanul Karim* | Momenul Haque Mondol'

ol of Population and Public Health, University
tish Columbia, Vancouver, BC, Canada Purpose: Flexible machine learning ithms are increasingly wtilized in real-data analyses. When in-
for Advancing Health Outcomes, such as Targeted Maximum Likelihood Estimator (TMLE),
ty of British Columbia, Vancouver, BC, : dercoverage. The Double Cross-Fitting (DCF) procedure com-

plements these methods by enabling the use of diverse machine learning estimators, yet optimal guidelines

Manuscript under revision



(2) Double Crossfitting Guideline

i PS model building »
" forsplitp=1 1 "
§2I00 T e ' )
? Split p=1 '
L] s

Frmmmme e ——————
\.‘ Qutcome model
! building for Split p=1

-p PS model building |
for Split p=2 .

Predicted potential
outcomes in
Split p=2

Randomly partition
data into 3 splits
for repetition r=1

Qutcome model
building for Split p=2

5

3 splits (folds)

Average ATE
from 3 Splits
in repetition r=1

ATE estimation based
on the mean of the
difference in predicted
potential outcomes
in Split p=2

':'Predicted potential‘“
N outcomes in —_—
Split p=1 X

ATE estimation based
on the mean of the
difference in predicted
potential outcomes

in Split p=1 r

S

Y
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(2) Double Crossfitting Guideline

i PS model building
for Split p=4

s
ATE estimation based
on the mean of the
difference in predicted K
potential outcomes ¢
| in Split p=1

Predicted potential
outcomes in L
4 split p=1 based on
. PS model from split 4 and
outcome model from split 5

Outcome model »
+ building fc it p=5

ATE estimation based
outcomes in on the mean of the
Split p=2 based on difference in predicted
PS model from split 5 and potential outcomes
outcome model from split 1 in Split p=2

Predicted potential

model building
for Split p=5

S model building s
for Split p=1 1 .
______________ ' Average ATE
- from 5 Splits
in repetition r=1

Randomly partition
data into 5 splits
for repetition r=1

i
building for Split

PS model bui g e mmmmmm e ——————— "\ jmmmmmmmmmmm e e N
for Split p=2 - Predicted potential /' ATE estimation based .
4 outcomes in R o on the mean of the \‘
i Split p=4 based on e difference in predicted

'.' PS model from split 2and ~ *, kY potential outcomes ¢
. outcome model from split 3 in Split

e
;  Outcome model
+ building for Split

5 splits (folds), with some loss in data
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ATE estimation based  *,
N

(2) Double Crossfitting Guideline

.
Predicted potential L
/
difference in predicted
/

outcomes in \
!
k potential outcomes

Split p=1 based on
in Split p=1

for Split
PS models from splits 2,4 and
outcome models from splits 3,5 :

ATE estimation based
on the mean of the

difference in predicted
potential outcomes

in Split p=2

Predicted potential
outcomes in
Split p=2 based on
PS models from splits 3,5 and
outcome models from splits 4,1

Randomly partition
data into 5 splits
for repetition r=1

&
-l
y
/' ATE estimation based
on the mean of the

Predicted potential k L,
\ /
difference in predicted

outcomes in s
Split p=4 based on N ——
PS models from splits 5,2 and '\ Y potential outcomes
outcome models from splits 1,3 . in Split p=4

Outcome model

o
'

1 building for Split

PS model building ,

5 splits (folds), but full use of data
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(2) Double Crossfitting Guideline: How many splits?

Splitting approach: Equal splits Splitting approach: Full data use

TMLE.DCF09- A T -
TMLE.DCFO05+ e -

: |
TMLE.DCFO03; ¢ —

TMLE{« e——

40 5 0 5 10 -10 -5 0 5 10
Relative % Error in ModSE

Identifying optimal number of splits
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(2) Double Crossfitting Guideline: How many
repetitions?

Bias trend
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Identifying optimal number of repetitions
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(3) Residual Confounding Bias Reduction: High
Dimensional Propensity Score vs ML extensions

THE AMERICAN STATISTICIAN .
3024, VOL. 00, NO. 0, 1-19 Taylor & Francis

https: 10.1080/00031305.2024.2368794 Taylor & Francls Group

3 OPEN ACCESS | ) Ghosk for upsates |

High-Dimensional Propensity Score and Its Machine Learning Extensions in Residual
Confounding Control

Mohammad Ehsanul Karim®®

#*School of Population and Public Health, University of British Columbia, Vancouver, BC, Canada; "Centre for Advancing Health Qutcomes, University of
British Columbia, Vancouver, BC, Canada

ABSTRACT ARTICLE HISTORY
“The use of health care claims datasets often encounters criticism due to the pervasive issues of omitted Received November 2023
variables and inaccuracies or mis-measurements in available confounders. Ultimately, the treatment effects Accepted June 2024
estimated using such data sources may be subject to residual confounding. Digital electronic administrative
records routinely collect a large volume of health-related information; and many of which are usually
not considered in conventional pharmacoepidemiological studies. A high-dimensional propensity score
(hdPS) algorithm was proposed that uses such information as surrogates or proxies for mismeasured and
unobserved confounders in an effort to reduce residual confounding bias. Since then, many machine
learning and semi-parametric extensions of this algorithm have been proposed to better exploit the
wealth of high-dimensional proxy information. In this tutorial, we will (i) demonstrate logic, steps and AMS CLASSIFICATION
implementation guidelines of hdPS using an open data source as an example (using reproducible R~ 62-XX: Statistics, specifically;
codes), (ii} familiarize readers with the key difference between propensity score versus hdPS, as well as the 62hoc Linear inference,
requisite sensitivity analyses, (iii) explain the rationale for using the machine learning and double robust ~ egression; 62Hoc

extensions of hdPS, and (iv) discuss advantages, controversies, and hdPS reperting guidelines while writing a M"'h'_"a'iate a"aIFFS; 62P10:
manuscript Applications to biology and

medical sciences

KEYWORDS
high-dimensional propensity
score; machine learming;
double robust: electronic
administrative records; proxy

Tutorial on hdPS

The American Statistician: https://doi.org/10.1080/00031305.2024.2368794


https://doi.org/10.1080/00031305.2024.2368794

(3) High Dimensional Propensity Score Idea

Not captured

Proxies of
unmeasured,
not directly
from the DAG

Administrative
Database
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(3) hdPS vs ML extensions

Crude (no adjustment) ; I -
PS (no proxies) ; —a—
Super learner (GLM, LASSO, MARS) 1 —e—
TMLE (GLM, LASSO, MARS in SL)1 I & |
TMLE (only GLM in SL)1 I * I
Hybrid (hdPS, then LASSO)1 —e—/
naPsy | -
Pure LASSO- —e—
mn;+nn 1 56+00 2 0e+00
Odds Ratio

Empirical analysis on NHANES data.
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(4) Simulation Mechanism (Proxy and model
specification)

1. Used imperfect proxy of unmeasured confounder (problem 1).

2. Transformed lab variables (polynomials, interactions, complex functions, 10
converted to 6)

Transformed.var.1 = log(globulin)
Transformed.var.2 = protein - calcium

diastolicBP >
Transformed.var.3 = | —2>221¢
systolicBP
ic.acid + bilirubi
Transformed.var.4 = \/ MLI1C-acl ;F ilirubin
phosphorus2

Transformed.var.5 = : ,
sodium - potassium

Transformed.var.6 = log(systolicBP + 10)

Original (untransformed 10) variables supplied in analysis, inducing model-
misspecification (problem 2).



(4) hdPS and TMLE (and choice of Super Learner)

No Proxies

PS.u SL.u TMLE.u

Logistic, MARS, L ASSO, XGboost

With Proxies
One Model |Kitchen.Sink| |hdPS| |LASSO| lhdPS.LASSOI
Super Learner (SL) [Kitchen.Sink| |hdPS| [LASSO| [ndPS.LASSO]
TMLE with SL [Kitchen.Sink| |hdPS| [LASSO| [hdPS.LASSOI
Double CrossFit TMLE

4 learners within Super learner.
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(4) hdPS and TMLE (and choice of Super Learner)

DC.TMLE .kitchen.sink
hdPS.LASSO.TMLE
LASSO.TMLE
hdPS.TMLE

TMLE kitchen.sink 1

TMLE kitchen.sink. GLM.SL -
TMLE kitchen.sink.GLM 1
hdPS.LASSO.SL

method

LASSO.SL+
hdPS.SL
SL.kitchen.sink 1
hdPS.LASSO1
LASSO+

hdPS+

PS .kitchen.sink 1

-0.0075 -0.0050 -0.0025 0.0000 0.0025
Bias
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(4) hdPS and TMLE (and choice of Super Learner)

No Proxies

PS.u SL.u TMLE.u

Logistic, MARS, LASSO, ¥Gboeest

With Proxies
One Model |Kitchen.Sink| |hdPS| |LASSO| lhdPS.LASSOI
Super Learner (SL) [Kitchen.Sink| |hdPS| [LASSO| [ndPS.LASSO]
TMLE with SL [Kitchen.Sink| |hdPS| [LASSO| [hdPS.LASSOI
Double CrossFit TMLE

3 learners within Super learner.
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https://doi.org/10.1093/ije/dyad023

(4) hdPS and TMLE (and choice of Super Learner)

DC.TMLE .kitchen.sink
hdPS.LASSO.TMLE
LASSO.TMLE
hdPS.TMLE

TMLE kitchen.sink 1

TMLE kitchen.sink. GLM.SL -
TMLE kitchen.sink.GLM 1
hdPS.LASSO.SL
LASSO.SL+

hdPS.SL

method

SL.kitchen.sink 1
hdPS.LASSO1
LASSO+

hdPS+

PS .kitchen.sink 1

( @

-0.0075 -0.0050 -0.0025 0.0000
Bias

19/22



(4) hdPS and TMLE (and choice of Super Learner)

ShinyApp:
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https://ehsanx.shinyapps.io/hdPSsim/

Summarize

e Alsways good to perform a simulation to check validity of the plug-in ML method
o Especially in terms of variance estimation in causal inference problems

e Double robust approaches are recommended.
o Software for SL, TMLE, DCF-TMLE available.

e Always good to compare with results from regular regression.
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