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Example Research Topics

1. Deep Learning

Supervised Deep Learning Architecture vs. Autoencoders

2. Double Crossfitting (DCF) Guideline

How many folds/splits
How many repetitions?

3. Residual Confounding Bias Reduction

High Dimensional Propensity Score (hdPS) vs ML extensions

4. Enhancing hdPS

Original hdPS
Pure ML
TMLE with no ML
TMLE (and choice of Super Learner)
TMLE with DCF (and choice of Super Learner)
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(1) Supervised Deep Learning Architecture vs.(1) Supervised Deep Learning Architecture vs.
AutoencodersAutoencoders

PS is estimated with 4 different methods.PS is estimated with 4 different methods.

((Weberpals, Becker, Davies, Schmich, Rüttinger, Theis, and Bauer-Mehren, 2021Weberpals, Becker, Davies, Schmich, Rüttinger, Theis, and Bauer-Mehren, 2021))
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(1) Empirical Analysis with RHC data

RHC analysis with PS and TMLE analyses, when PS is estimated with 4 different
methods.
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(1) Simulation studies

Simulation results, when PS is estimated with 4 different methods. 5 / 22



(2) Double Crossfitting Guideline(2) Double Crossfitting Guideline

Manuscript under revisionManuscript under revision
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(2) Double Crossfitting Guideline

3 splits (folds)
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(2) Double Crossfitting Guideline

5 splits (folds), with some loss in data
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(2) Double Crossfitting Guideline

5 splits (folds), but full use of data
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(2) Double Crossfitting Guideline: How many splits?

Identifying optimal number of splits
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(2) Double Crossfitting Guideline: How many
repetitions?

Identifying optimal number of repetitions
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(3) Residual Confounding Bias Reduction: High(3) Residual Confounding Bias Reduction: High
Dimensional Propensity Score vs ML extensionsDimensional Propensity Score vs ML extensions

Tutorial on hdPSTutorial on hdPS

The American Statistician: The American Statistician: https://doi.org/10.1080/00031305.2024.2368794https://doi.org/10.1080/00031305.2024.2368794
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(3) High Dimensional Propensity Score Idea
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(3) hdPS vs ML extensions

Empirical analysis on NHANES data.
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(4) Simulation Mechanism (Proxy and model(4) Simulation Mechanism (Proxy and model
specification)specification)

1. 1. Used imperfect proxy of Used imperfect proxy of unmeasured confounder (problem 1)unmeasured confounder (problem 1)..

2. 2. Transformed lab variablesTransformed lab variables (polynomials, interactions, complex functions, 10 (polynomials, interactions, complex functions, 10
converted to 6)converted to 6)

Original (untransformed 10) variables supplied in analysis, inducing Original (untransformed 10) variables supplied in analysis, inducing model-model-
misspecification (problem 2)misspecification (problem 2)..

Transformed.var.1Transformed.var.1 == loglog((globulinglobulin))
Transformed.var.2Transformed.var.2 == proteinprotein ⋅⋅ calciumcalcium

Transformed.var.3Transformed.var.3 == (( ))
22

Transformed.var.4Transformed.var.4 ==√√

Transformed.var.5Transformed.var.5 ==

Transformed.var.6Transformed.var.6 == loglog((systolicBPsystolicBP ++ 1010))

diastolicBPdiastolicBP
systolicBPsystolicBP

uric.aciduric.acid ++ bilirubinbilirubin
22

phosphorusphosphorus22

sodiumsodium ⋅⋅ potassiumpotassium
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(4) hdPS and TMLE (and choice of Super Learner)

4 learners within Super learner.
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(4) hdPS and TMLE (and choice of Super Learner)
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(4) hdPS and TMLE (and choice of Super Learner)

3 learners within Super learner.

(Phillips, van der Laan, Lee, and Gruber, 2023)
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https://doi.org/10.1093/ije/dyad023


(4) hdPS and TMLE (and choice of Super Learner)
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(4) hdPS and TMLE (and choice of Super Learner)

ShinyApp: https://ehsanx.shinyapps.io/hdPSsim/
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https://ehsanx.shinyapps.io/hdPSsim/


SummarizeSummarize

Alsways good to perform a simulation to check validity of the plug-in ML methodAlsways good to perform a simulation to check validity of the plug-in ML method

Especially in terms of variance estimation in causal inference problemsEspecially in terms of variance estimation in causal inference problems

Double robust approaches are recommended.Double robust approaches are recommended.

Software for SL, TMLE, DCF-TMLE available.Software for SL, TMLE, DCF-TMLE available.

Always good to compare with results from regular regression.Always good to compare with results from regular regression.
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