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Missingness Assumptions

MAR vs. MCAR: MCAR missingness doesn't follow any 
pattern. From empirical data, we may be able to disprove this 
(reject null hypothesis of MCAR if there is a pattern).

While it may be possible to reject MCAR (meaning either 
MAR or MNAR is more likely), it is not possible to say which 
one is more likely (MAR or MNAR) just based on data 
analysis.



Complete Case

Rule of thumb: 
Complete case (CC) analysis could be used as the primary analysis if 

- % of missing observations (for all variables combined) are below 
~5%

- When potential impacts of the presence of missing data is 
negligible

- Best-worst and worst-best case sensitivity analyses could be used 
as a sensitivity analysis 

- SES = 1 for all missing vs. SES = 5 for all)
- Only outcome variable (of primary analysis) has missing, CC will 

be more efficient than MI.
- If relatively certain that the data are MCAR (don’t base your 

decision solely on Little’s test)
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Ad hoc methods

Harsh words from methodologists; so could be the thought 
process of the reviewer! Hence, if using an ad hoc method, 
should have a very clear justification!!



Consequence of adding a 
Missing category

Adding a “missing” category can lead to 
noticeable bias if the categorical 
covariate is an important confounder.

- If a categorical variable e.g., education level has missing 
data, creating a "Missing" category treats the lack of 
information as if it's a valid education category (similar to 
"High School" or "College"). However, there is no substantive 
meaning to this "Missing" group in the context of education.



Consequence of adding a 
Missing category

- In a study on health outcomes, if lower-income individuals are more 
likely to have missing data for their income (an MNAR scenario, 
discussed later), creating a "Missing" category may falsely dilute or 
mask the relationship between income and health. As a result, the 
model might underestimate the effect of income on health outcomes.



When Single imputation (SI) 
may be preferred

- When only outcome variable is missing and auxiliary variables 
(surrogate / proxy) are available, SI may be better than CC 
(particularly when variable has substantial amount of missing).

- When missingness is monotone (e.g., value only increases), SI 
can be straightforward (so is MI)

- For clinical trials, SI is often preferred to impute baseline 
covariates. 

- For prediction problems, while using machine learning 
methods (e.g., CART) with some more flexibility, but pooling is 
not straightforward for these approaches (prediction 
averaging is possible as an alternative).



Hot-deck imputation

In single imputation using hot-deck imputation, 
you are filling the missing data with the response 
of one person picked at random from a pool of 
donors who match on key variables. You do not 
take the average of the sample. The imputed value 
comes directly from a randomly selected 
individual from the matched group, ensuring that 
the imputed value is a realistic value that exists in 
the dataset.
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Dealing with non-normal data

MVN

- Works with joint model
- Continuous variables only
- Rubin’s rule was defined under MVN

MICE

- Works on a variable by variable basis
- One approach: Transform before imputing for non-normal and 

transform-back after imputation in original scale

Chapter 3
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Dealing with non-normal data

Transforming may have potential pitfalls:

◉ Distortion of relationships between variables after transformation.
◉ Loss of interpretability of results on the original scale.
◉ Inability of some transformations to handle negative or zero values.
◉ Back-transformation may underestimate variance.

See later regarding alternative methods within MICE.

Chapter 3
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MICE

Steps



MICE

Implementation

Step 0 

(placeholder 

[maxit = 0] 

imputation

model(s))



MICE

Implementation

Step 0 

(update 

imputation 

models based 

on empirical 

data)

To influence the choice of number of predictors, we can choose 
different values of 

- mincor (eliminates predictors whose correlation with imputation model 
target/outcome is below 0.1) and 

- minpuc (eliminates predictors whose proportion of usable cases are below 0.1)
(tuning parameters)

Good to check as an exploratory  test; but may be harder 
to justify if deleting an important known predictor of the 
imputation target



MICE

Implementation

Step 0 

(update 

imputation 

models based 

on empirical 

data)

Consideration for choosing variables for the 
imputation model
- Imputation model should include all 

variables and interactions that will be used in 
the analysis model

- outcome variable of the analysis model
- Auxiliary variables (those that are not in 

analysis model; inclusion improves efficiency)
- variables related to the missingness / nonresponse
- variables that are correlated / proxy / surrogate for 

the missing variable (mincor)
- survey feature variables while using complex survey 

data
- Use component variables if imputing derived 

variable (BMI)
- Remove variables with too many missing (minpuc)



MICE

Implementation

Step 0 

◉ The implementation in mice can 
detect multicollinearity. 

◉ As a general solution, the 
algorithm removes one or more 
predictors from the model.

◉ You can turn this option off by 
using the following

mice(..., remove.collinear=FALSE)

Potential overfitting / collinearity 
issues in imputation model building



MICE

Implementation

Step 0 

(update 

imputation 

models based 

on empirical 

data)

But choosing variable is only one piece of 
the puzzle of model building. 

- Is interaction helpful?
- Polynomials?

- See mice.impute.quadratic
- Other transformations? (non-normal?) 



MICE

Implementation

Step 0 

(imputation 

method)



MICE methods

Under MICE, PMM (method = pmm) is a general / robust strategy within 
MICE for non-normal variables. Since PMM only draws from the 
observed values, it retains the original data distribution, even if it's 
skewed or non-normal. It avoids imputing values that don't exist in the 
data (e.g., extreme or implausible values) and maintains the underlying 
data characteristics, including skewness or other non-normal features.

Other methods include logistic regression (logreg) or discriminant 
analysis (lda/qda) for binary variables, multinomial logistic regression 
(polyreg) for categorical variables, Poisson regression (poisson) methods 
for count data, with no assumption of normality.
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with a set 
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for each imputation)



MICE

Implementation

Step 1 
(perform input 

m times and 

with a set 

number of 

iterations 

for each imputation)

Choosing m

1. 3-5 (Rubin 1987)
2. 5-10 (Schafer SMMR 1999)
3. m should be at least as large as the % of subjects 

with any missing observations (White Royston 
Wood, Stat Med 2011)

4. 20-100 (Austin et al CJC 2021)

Van Dyke brown



MICE

Implementation

Step 1 
(perform input 

m times and 

with a set 

number of 

iterations 

for each imputation)

Choosing number of iterations
What does it do?

- In MICE, imputation is done iteratively for each variable with 
missing values.

- Initially, a crude imputation (e.g., mean or mode) is used to 
fill in missing values for each variable.

- Then, each variable with missing data is imputed in 
sequence by using a regression model based on the other 
variables in the dataset. This process continues across all 
variables with missing data.

- After one round of imputation for all variables with missing 
values, the next iteration (cycle) begins. In each new 
iteration, the values imputed in previous steps are 
updated.

- The maxit parameter controls how many of these iterations 
(cycles) are carried out. Each iteration updates the imputed 
values as more accurate predictions are made based on the 
progressively imputed data from earlier steps.
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MICE

Implementation

Step 1 
(perform input 

m times and 

with a set 

number of 

iterations 

for each imputation)

Choosing number of iterations

Healthy convergence

After a certain number of iterations, the 
imputed values typically stabilize. This 
means that additional iterations no longer 
cause substantial changes in the imputed 
values. This is known as convergence.



MICE

Implementation

Step 2 
(analyze 

m imputed 

Datasets:

results in m 

estimates)

beta-hat (estimated coef) of age from 1st imputed data

beta-hat (estimated coef) of age from 2nd imputed data

Each model also reports estimated 
variance of beta (not shown here)



MICE SE Calculation

Implementation

Step 3 
(pool)

estimate = pooled estimate = sum of (m “beta-hat” estimates) / m (mean of m estimated statistics)
ubar = sum of (m variance[beta] estimates) / m = within-imputation variance (mean of estimated variances)
b =  variance of (m “beta-hat” estimates) = between-imputation variance (degree to which estimated statistic / 
“beta-hat” varies across m imputed datasets). This b is not available for single imputation when m = 1.
t = ubar + b + b/m = total variance according to Rubin’s rules (within-imputation & between imputation variation)

riv = relative increase in variance
lambda = proportion of variance to due nonresponse
fmi = fraction of missing information per parameter

dfcom = df for complete
df = Barnard-Rubin correction 

Jazzberry jam



Variable selection

Majority



Variable selection

Stack



Variable selection

Wald



Pooling vs. Variable selection

Difference?

- Same model 

vs. different 

models in 

majority rule

- pool



MID for Outcome

“Multiple imputation followed by deletion of 
imputed outcomes is known as MID. This is very 
popular, especially when you have high 
percentage missing values in the outcome variable 
(e.g., 20%-50%). For low missing % in outcome, 
the advantage can be minimal.”

https://ehsanx.github.io/EpiMethods
/missingdata3.html 
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MID for Exposure?

Same idea. See lab 
above for an 
example.

https://ehsanx.github.io/EpiMethods
/missingdata3.html 
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MID as sensitivity

When in doubt (or % in between), you can always 
assess the robustness of your results. You may 
consider performing a sensitivity analysis where 

- you impute the Outcome/Exposure and 
- compare results with those where the 

Outcome/Exposure was left unimputed. 

This can help gauge the impact of any imputation 
bias.
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MNAR

MNAR means that the probability of data being 
missing is related to the unobserved (missing) 
values themselves. 



MNAR example

If sicker patients are more likely to drop out of a study, their 
missingness is related to their health condition. In this case, the 
reason a patient drops out (and thus has missing data) is because of 
their health status. Importantly, this health status (e.g., their 
worsening condition or more severe symptoms) is unobserved for 
those who drop out. If you tried to explain the dropout using only 
the observed data (e.g., the baseline health condition or other 
demographic characteristics), you might not fully capture the 
reason for dropout, because it's specifically related to the 
worsening health condition, which you don’t have data on for those 
who dropped out.



Why MNAR produces bias?

◉ Standard statistical methods (e.g., complete case 
analysis or MAR-based imputation techniques) 
assume that missingness is either random or can be 
predicted by other observed variables. With MNAR 
data, this assumption doesn't hold, leading to 
biased parameter estimates.

◉ Since the missingness mechanism depends on the 
unobserved values, it’s impossible to directly 
observe the cause of missingness, making it hard to 
model or adjust for.

Atomic Tangerine



MNAR & subsequent 
sensitivity analysis

Delta-adjustment or adding offset in the imputed values

“differences in means between the 
imputed and observed
data as a function of delta”

“HR estimates under the different scenarios for 3 systolic BP groups”

Chapter 9
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You can impute missing values 
under different assumptions (e.g., 
assume different values for 
those with missing data: best 
health and worst health for the 
unobserved health condition) 
and compare how sensitive your 
results are to these assumptions.



Thanks!
ehsan.karim@ubc.ca
www.ehsank.com
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Multilevel modelling
Many 2l methods 
developed

Briefly mentioned in the lecture, but 
mostly beyond the scope of current 

course


