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Reference
● Heeringa, S. G., West, B. T., & Berglund, P. A. (2010). 

Applied survey data analysis. [edition 1] Chapman and 
Hall/CRC. [eBook available at UBC]

○ All of the blue page numbers are from here

● 2nd edition available (2017), but eBook not available 
now at UBC.
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Review
From first class
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Design-based vs. Model based inference
● The difference between

● Design-based (finite population/data could be 
unknown but fixed population/does not support 
generalization to other population) and 

● Model-based  (infinite population/a random process 
that generates data) inference

is the population to which the results can be generalized.

● Analysis of complex survey is: design-based (usually). 6



General survey data sources
● CCHS
● NHANES
● BRFSS
● KNHANES
● HRS
● NCS-R
● ESS
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Survey Example review

8

NHANES: 

● survey of the adult, noninstitutionalized 
population of the United States

● Let’s say, we are interested in cycle 2007-08
● contains data from 10,149 individuals of all ages.
● an in-home medical history interview with sample 

respondents 
● (there is also a medical examination part)



Sampling Procedure review
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NHANES: 

● NOT obtained via simple random sample.
● multistage sample designs

○ to increase the convenience of the data 
collection process (convenience - use 
clustering)

○ To ensure that we can estimate from 
each groups of interest with reasonable 
precision (gender groups / income levels, 
etc. - use stratification)

○ Generally know as complex survey design



Sampling Procedure review
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NHANES: 

● NOT obtained via simple random sample.
● multistage sample designs 

Stage 1: PSU/clusters = geographically contiguous counties. 50 states - divided 
into ~3100 counties. Each PSU is assigned to a strata (e.g., urban/rural or PSU 
size etc.). The counties are randomly/PPS selected using a 2-per-stratum design. 
Complex sample variance estimation requires PSU + strata (masking involved).
Stage 2: each selected county is broken into segments (with at least ~50-100 
housing units). Segments are randomly/PPS selected.
Stage 3: each selected segment is divided into households. Households are 
randomly selected.  
Stage 4: Within each sampled household, an individual is randomly selected.



Sampling Procedure review
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NHANES: 

● NOT obtained via simple random sample.
● multistage sample designs 

Stage 1: PSU/clusters = geographically contiguous counties. 50 states - divided 
into ~3100 county. Each PSU is assigned to a strata (e.g., urban/rural or PSU 
size etc.). The counties are randomly/PPS selected using a 2-per-stratum design. 
Complex sample variance estimation requires PSU + strata (masking involved).
Stage 2: each selected county is broken into segments (with at least ~50-100 
housing units). Segments are randomly/PPS selected.
Stage 3: each selected segment is divided into households. Households are 
randomly selected.  
Stage 4: Within each sampled household, an individual is randomly selected.

Strata (e.g., 
urban/rural)

PSU (County)

Segment ( ~50-100 housing units)

Household

Individual



Sampling Procedure review

12

NHANES: 

● It is a probabilistic sample (we know probability of getting selected for 
all individuals)

● This sample is unlikely to be representative of the entire population, as 
○ some under/oversampling occurs (unlike SRS),
○ samples may be dependent (due to proximity of some samples)

● For example, household with the following characteristics may be 
oversampled in NHANES:
○ African Americans  
○ Mexican Americans
○ Low income  White Americans
○ Persons age 60+ years



Sampling Procedure review
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NHANES: 

● It is a probabilistic sample (we know probability of getting selected for 
all individuals)

● This sample is unlikely to be representative of the entire population, as 
○ some under/oversampling occurs (unlike SRS),
○ samples may be dependent (due to proximity of some samples)

Note that, when complex sampling designs are used to collect data, that 
invalidates our usual models as the observations are not independent anymore! 
Beta coefs, p-values, CIs, SEs all are useless in inferring about the 
population.



interview / sample weight review
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NHANES: 

● A sample weight is assigned to each sample person. 
● Weight = the number of people in the target population represented 

by that sample person in NHANES. 
○ A respondent’s interview weight = 50 means that person represents 

50 people in the target population (US).
● Weights reflect 

○ the unequal probability of selection, 
○ nonresponse adjustment, and 
○ adjustment to independent population controls. 



Survey features review
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NHANES (2007-08): 

● Interview weight
○ Another weight is for MEC.

● Strata
● PSU/cluster

cluster ids/PSUs 

nested within strata
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Estimates of interest
● We are generally interested in population
● We can, however, make statements about the sample
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Population Sample

ATE PATE SATE



Estimates of interest
● Exposure = rheumatoid arthritis (RA), 
● Outcome = myocardial infarction / heart attack (MI)

In a regression: MI ~ RA + covariates, we get OR = 1.54

● No survey features weights or cluster/strata were used in the fitting.

Interpretation: Those who had RA exhibited increased 
odds of prevalent MI compared to non-RA individuals after 
controlling for baseline covariates. 
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Design effects review
design effect (DE) = 

the ratio of 

● a variance of an estimate (e.g., correlation/beta) in a 
complex sample to 

● the variance of the same estimate in a SRS

DE = 2 implies that the variance from complex survey is twice as large as we 
would expect with SRS. That also implies that if we used complex survey 
instead of SRS, we would have to use twice the sample size.
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Design effects review
Stratification 
generally 
decreases SE: 
ignoring leads 
to p-values 
too high, CI 
too wide.
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Clustering and 
weighting 
generally increase 
SE: ignoring leads 
to p-values too 
small, CI too 
narrow.



Variance estimation
● Standard approaches to calculate SE assume SRS

○ consequently p-values and CIs get distorted

● Doesn’t take into account of 
○ Stratification,

■ requires SE to be computed separately within each stratum, and then combined
○ Clustering,

■ strata nested within clusters in NHANES 
● 2 counties per stratum

○ Weighting
■ Unequal probability
■ non-response
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Variance estimation
● Taylor series approximations [strata and cluster info provided]

○ Sampling error stratum and cluster info are required for this method for variance estimation

● Replication Methods [replicate weights provided]
○ JRR
○ BRR
○ Fay’s BRR
○ Bootstrap (Rao-Wu) [Not the same procedure that we have seen earlier]

23

Page 65

https://usa.ipums.org/usa/repwt.shtml


Variance estimation
● That means, all of the Hypothesis testing we were 

doing under SRS are now invalid
● MLE can’t be defined if the samples are not even 

random
○ Pseudo-likelihood

● Goodness of fit tests also get impacted
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Other useful statistic
Design-based 
tests, properly 
utilises survey 
features
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● Rao-Scott Chi-Square Test: a design-adjusted 
version of the Pearson chi-square test.

○ 2 versions are available (F and chi-square)

● Pseudo-R2: Nagelkerke and Cox-Snell pseudo-R2 
statistics for logistic regression: survey featured 
statistics are available.

● Archer-Lemeshow goodness of fit test for survey 
data is the counterpart of Hosmer-Lemeshow goodness 
of fit test.
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Other useful statistic
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Generalizability
● An extreme example
● H0 concludes 

differently
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Software 
availability
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How to make inference about target population?
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● Interview weight should be used 
○ to make statistical inference at the population level.

● PSU/cluster + strata information need to be used 
○ to get correct SE. 
○ Otherwise variance is incorrectly calculated under SRS 

assumption.



Estimating treatment effect in analytic sample
● Interview weight should NOT be used to make inference about 

the study sample.
● PSU/cluster + strata information need to be used to get correct 

SE. Otherwise variance is incorrectly calculated under SRS 
assumption (i.e., sample dependency ignored).
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Generalizability of regression estimates
● OR = 1.66 (95% CI 0.71, 3.89) applies to US population.

○ used weights and cluster+strata option
● OR = 1.54 (95% CI 0.82, 2.89) applies to survey sample.

○ used cluster+strata option, no weights 
● OR = 1.54 (95% CI 0.95, 2.51) has a misleading/somewhat 

smaller CI / SE estimate. 
○ no survey features used; assuming SRS 
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Inappropriate survey data analysis
KNHANES is a 

● complex, 
● stratified, 
● multistage, 
● probability-cluster survey 

of a representative sample of the non-institutionalized 
civilian population in Korea.
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Inappropriate survey data analysis
A study
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Word of caution about “weights”!
● Most people agree that weights should be used to get population based 

descriptive estimates (e.g., prevalence, means).
● Not everybody agrees that ‘weights’ should be used beyond descriptive 

statistics (e.g., in regressions). Some arguments
○ Reduced precision / Inflated SE / loss of efficiency.
○ Weights can’t be handled in many software packages.
○ Correct specification of model may still produce valid results

● Why not check results from both approaches and investigate? 
● Popular survey data analysis textbooks seem to use weights.
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● Consequences of omitting survey features (weights, cluster, strata)
○ Biased estimates 
○ Underestimated SE 
○ Smaller CI 
○ Overstated significance levels

● There may be some arguments for omitting weights, but none for 
cluster/strata

● Unfortunately, in CCHS public access data cluster/strata info are not 
provided (only weights provided)
○ Can estimate OR (for sample or population), but CIs are wrong for both.

36

Word of caution about “stata/cluster”!



Word of caution about “Subpopulation analysis”
● Analysis with subpopulation (data restricted to only male group) will lead 

to bias, if you simply delete part of the population (the 

female population)
○ Point estimates will be fine
○ It is the SE estimation that will not be able to take proper consideration of 

■ # of strata
■ # of cluster
■ complete info about these are essential for SE calculations

● Solution?
○ Prepare the design object first (based on all data, strata, cluster, weight)
○ Subset within the design (not just the data) for the subpopulation (e.g., male only)
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Additional Textbook List
● Heeringa, S. G., West, B. T., & Berglund, P. A. (2017). Applied survey data analysis. Chapman and Hall/CRC.
● Kim, Y., Park, S., Kim, N. S., & Lee, B. K. (2013). Inappropriate survey design analysis of the Korean National 

Health and Nutrition Examination Survey may produce biased results. Journal of preventive medicine and 
public health, 46(2), 96.

● Lewis, T. H. (2016). Complex survey data analysis with SAS. Chapman and Hall/CRC.
● Lumley, T. (2011). Complex surveys: a guide to analysis using R (Vol. 565). John Wiley & Sons.
● Lumley T. (2016). Survey: Analysis of Complex Survey Samples . R package version 3.31. 

https://cran.r-project.org/web/packages/survey/index.html.
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http://www.isr.umich.edu/src/smp/asda/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3615385/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3615385/
https://www.crcpress.com/Complex-Survey-Data-Analysis-with-SAS/Lewis/p/book/9781498776776
https://www.wiley.com/en-us/Complex+Surveys%3A+A+Guide+to+Analysis+Using+R-p-9780470284308
https://www.jstatsoft.org/article/view/v009i08
https://cran.r-project.org/web/packages/survey/index.html


Thanks!
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