
Propensity Score 
[brief introduction] 

ehsan.karim@ubc.ca
Oct 7, 2020

SPPH 504/007



Austin, P. C. (2011). 
A tutorial and case study in propensity score 
analysis: an application to estimating the effect of 
in-hospital smoking cessation counseling on 
mortality. 
Multivariate behavioral research, 46(1), 119-151.

Reference



Propensity score
1. Definition: the propensity score is

○ Probability of receiving treatment (exposure, A) given covariates (L).
○ P(L) = Pr(A=1|L)

2. Properties
○ Balancing score.
○ P(L)=0.5 in RCT.

3. Assumes
○ no unmeasured confounding Y(1), Y(0) ⊥ A | P(L).
○ positivity: 0<P(L)<1.
○ Sufficient overlap. If there is no overlap, can’t compare Y(0),Y(1)
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Propensity score
● Modelling P(L) = Pr(A=1|L)

○ Any method that gives good predictions is useful.
i. Logistic regression typically used
ii. Machine learning methods also reasonable

○ only the predictions matter, the coefficients (in the 
PS model) don’t

○ model can be rich
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Propensity score
● Variables to include (requires subject area-expertise)

○ Include only pre-baseline measures
○ Confounders: important to include 
○ Risk factors /Predictors of Y: include to reduce SE
○ Instruments/Predictors of A only: avoid
○ Noise: avoid (increases SE)
○ Don’t look at outcome data while modelling PS
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Various Propensity score analyses approaches
How can I use propensity scores?

● Matching
● Weighting
● Stratification (will not cover)
● Propensity score as a covariate (will not cover)
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Propensity score
Matching
(ATT)
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Propensity score matching
How to conduct propensity score matching?

Step 1: Specify PS & fit model
Step 2: Match subjects by PS
Step 3: Covariate balance in matched sample
Step 4: Estimate treatment effect

For the purposes of illustration, we will first assume that our data was collected 
via SRS. 
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Exposure model (RA)

Outcome model (MI)



Propensity score matching: step 1
Step 1: Specify PS 
Model and 
fit that model
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Get the predicted values from the fitted logistic regression

PS.model/formula specification: A ~ L 

PS.fit = logistic(A~L)
Predict from PS.fit



Propensity score matching: step 1
Step 1: 
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Plot the predicted values / propensity scores

Numerical summary of PS distribution



Propensity score matching: step 2
Step 2: Match subjects by PS

Different algorithms are available to match propensity scores
● Nearest Neighbor (NN) matching: selects the closet PS in the control
● NN & caliper matching: pre-defined bound
● Optimal matching
● Coarsened exact matching / CEM
● Full Matching
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Propensity score matching: step 2
Step 2: Match subjects by PS
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Nearest Neighbor Nearest Neighbor + caliper

Randomness involved if tied



Good idea to set seed because some randomness is 
involved.

Match with the following criteria:
● First get PS from a logistic regression (logit link)
● Using those PS, perform nearest-neighbor matching
● Match without replacement
● Pair matching (ratio = 1:1 for RA vs. non-arthritis)
● Caliper = 0.2*sd(PS)

Summarize the PS

Propensity score matching: step 2
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Step 2: 
Match subjects 
by PS



Propensity score matching: step 2
Step 2: Match subjects by PS
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Propensity score matching: step 3
Step 3: Covariate balance in matched sample, check graphically
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Step 3: 
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step 3
Unmatched

Covariate 
balance 
checking 
using 
SMD
(<0.2, 
Or
<0.1)

Table 1 in unmatched data 
and corresponding SMD

Non-Ar RA SMD

Diabetes 8.8% 26.8% 0.485

Smoke 43.9% 54.5% 0.212



Step 3: 
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step 3
Unmatched Matched

Covariate 
balance 
checking 
using 
SMD
(<0.2, 
Or
<0.1)

Table 1 in matched data 
and corresponding SMD

Non-Ar RA SMD

Diabetes 21.8% 25.2% 0.082

Smoke 53.6% 53.6% <0.001



Propensity score matching: step 4
Step 4: Estimate treatment effect
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Logistic regression 
(Y ~ A) 
fit in matched data

OR = 1.55



Propensity score matching vs. regression
Estimates of the OR/CI from matching are not very different than what we 
got from regression. Why would we do this then?
● Intuitive: compare two similar groups
● Diagnostics (balance checking) much easier compared to residual 

plot/influence
● Exposure and outcome models are seperate
● Non-parametric (ML) approaches can be used to relax linearity 

assumption in estimating PS.
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Thanks!
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